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Introduction 

Implementation of an evidence-based regional population policy methodology is crucial for achieving 
regional development goals and monitoring their implementation performance. Previous research 
(e.g. see Stonawska and Vaishar, 2018; Brezzi et al, 2011 or Hasek, 2020) outlines multiple 
challenges in terms of used methodology for the classification of territorial units according to their 
demographic characteristics. There is a lack of classification criteria for assessing demographic risks 
and population development potential for sub-national territorial units. Most used regional 
demographic classification based on perceived level of urbanization (urban, sub-urban and rural 
areas) cannot capture the full spectrum of population development aspects.  

To ensure implementation of effective and quickly adaptable population policies in the context of 
diverse demographic situation and limited resources, researchers and policy makers must develop and 
improve effective tools for differentiation of territorial units, which would allow dividing them into 
typical groups according to their socio-demographic risks and development potential. This study aims 
to develop and test a machine-learning technique for categorization of territorial units based on their 
demographic characteristics that can be applied in drafting regional population policy measures and 
monitoring their performance over time. Proposed methodology relies on unsupervised non-
hierarchical partitioning clustering algorithm. The study focuses on rural municipalities of the three 
Baltic countries – Estonia, Latvia and Lithuania, which represent diverse sample of regional 
demographic development modalities. 

Data and Methodology 

Data are obtained from national statistical databases (Official Statistics Portal of Latvia, 2023; 
Official Statistics Portal of Lithuania, 2023; and Statistics Estonia, 2023) and attributed to the 
administrative territorial borders of local municipalities on the 1st July of 2023. Due to small numbers 
of aggregated data in some administrative units, a five-year period of 2018-2023 is selected for 
analysis (with the Population Censuses in the middle – 01.01.2021 in Latvia and Lithuania, 
31.12.2021 in Estonia). That provides sufficient grounds for capturing and measuring all main 
demographic parameters for the proof-of-technique for demographic typology. It is also important to 
note some differences in data collection among the countries. Most noticeably, annual data points for 
Lithuania are recorded for 1 July, while Latvia and Estonia capture these data for 1 January. However, 
this presents an insignificant impact on the validity of the study, as the total timeframe of observations 
is quite wide. 

Indicators used in this study include population density (on 01.01.2023. for Latvia and Estonia and 
01.07.2023 for Lithuania), share of population (on 01.01.2023. for Latvia and Estonia and 01.07.2023 
for Lithuania) in the main aggregated age groups (0-14, 15-64, 65+) and rates of population increase 
/ decrease during 2018-2022 (total and natural change of population, and net migration).  

Self-governing municipalities in all three Baltic countries, analysed in this study do not represent the 
same level of official statistical administrative-territorial division. However, being the smallest self-
governing bodies and having approximately similar size, these municipalities serve as comparable 
test subjects to fulfil the aim of this study. Urban municipalities (municipalities containing only urban 
territories or considered to be city municipalities) are omitted in this study in order not to disturb the 
data with too many outliers.  



 

 

Considering the aim of study and the limited scope of demographic data on municipal level, authors 
focus on one particular unsupervised machine-learning algorithm - a non-hierarchical partitioning 
clustering. Clustering approach is a classical first choice as it is not hindered by the data collinearity 
and is not reliant on any pre-defined measures of similarity between chosen subjects (Peters, 1958). 
It also allows for great freedom in the number of indicators, types of data used, as well as the desired 
number of output categories. K-medoids PAM (Partitioning around Medoids) unsupervised clustering 
algorithm fits this study’s aim very well (Kaufman and Rousseeuw, 2009). Although a number of 
desired clusters can be determined by the policy requirements, there are tools that can suggest the 
optimal number of groups to be used, for example - average silhouette method, which ranks possible 
number of groups according to the extent of dissimilarity between them (Rousseeuw, 1987). 

Practical use of such technique can allow policy planners to categorise territorial units into a specific 
number of groups sharing similar demographic indicators and development trends. Targeted policy 
measures can then be applied to these territorial units based on their assigned group and its main 
features. By conducting periodical re-assessments using the same indicators, policy planners can then 
monitor evolution of the territorial units and measure performance of policy interventions. 

Results and Discussion 

Using data sets and methodology outlined above, one can easily generate a snapshot of demographic 
typology for rural municipalities in the three Baltic countries (see Figure 1).  

  
Source: authors’ construction.  

Figure 1. Results of the unsupervised clustering of rural municipalities of the three Baltic countries 
based on selected demographic indicators, 2018-2023 (five clusters) 
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Analysis of the cluster silhouettes offers multiple options for the number of clusters (top-right 
diagram in Figure 1). Using two clusters can help singling-out outliers, three clusters would be a good 
choice for crude classification (good, average, bad situation), while four and five clusters provide 
greater sensitivity. The dissimilarity of clusters decreases for cluster numbers greater than five. 
Considering the diverse landscape of the municipalities included in the sample, five-cluster model is 
selected and used in this study. To describe the produced typology, one should study the 
representative demographic indicators of typical municipalities from each of the clusters (Table 1).  

Table 1. Demographic characteristics of rural municipalities in the three Baltic countries representing 
five clusters in accordance to the chosen data sets, 2018-2023 

  
Source: authors’ elaboration 

Based on information in Table 1 and considering the available literature (Recano, 2017; Malinen et 
al, 1994; Gabdrakhmanov et al, 2017), one can now attempt to describe each cluster and rural 
municipalities it represents from the demographic policy perspective: 

1. Growth areas – municipalities located within the metropolitan areas of big cities and urban 
centres, showing high population density, stable age structure and positive population growth.   

2. Demographically stagnant areas – municipalities with average population density, high share 
of working age residents and insignificant population decline. Characteristic for economically 
active regions Latvia and Lithuania. 

3. Areas of out-migration – municipalities with average population density, relatively high 
demographic burden and noticeable negative decline of population due to both negative 
natural increase and net migration. Characteristic for Latvia.  

4. Areas of negative natural increase – municipalities with low population density, high share of 
senior population and high rate of population decline due to negative natural increase. 
Characteristic for rural areas of Estonia. 

5. Demographic crisis areas – municipalities with low population density, very low share of 
young residents and extremely high levels of depopulation due to both natural movement and 
negative net migration. Mostly present in peripheral areas of Latvia and Lithuania, although 
Lithuanian municipalities in this group show less extremes. 

 
 Source: authors’ construction.  

Figure 2. Results of the unsupervised clustering of Latvian municipalities based on selected 
demographic indicators, 2018-2021 (four clusters) 



 

 

The same approach applied on a national level can produce clearer results with smaller number of 
clusters (e.g. see Dahs et al, 2021). Figure 2 provides an example of the similar clustering approach 
for Latvian rural municipalities by using only four clusters and adjusted set of data. In this example, 
clustering parameters include population density in 2021 (residents per square kilometre), natural 
population growth (%) and net migration (%) between 2018 and 2021, as well as demographic load 
in 2021, and number of children (0-14) per 100 senior (64+) residents in 2021. 

Provided examples demonstrate that with sufficient data, unsupervised machine-learning tools can be 
beneficial for drafting and monitoring regional population policy measures. Algorithms like PAM 
clustering can be used for efficient classification of territorial units according to their demographic 
characteristics. Using such an approach for smaller datasets (e.g., national, or regional level), provides 
more sensitive results even with a smaller number of clusters. This study shows that suggested 
technique provides informative and actionable results useful for policy planners.  
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